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Abstract

of

DESIGN AND DEVELOPMENT OF A GENERALIZED
PARSING GENERATOR

by

Devin D. Cook

Currently, the most common approach used to create parsers is by using compiler-compilers.
Compiler-compilers such as YACC and ANTLR allow the developer to integrate the grammar with the
source code which defines the actions of the parse. The software then, subsequently, creates a parser

program.

However, since each compiler-compiler is designed for a specific implementation language,
different parser generators must be written for each language. Most of the common programming languages
are supported by one suite or another, but newer languages and specialized languages do not have such
suites. As a result, the field consists of several different parser generators with different features, interfaces

and grammars.

The goal of this project is to design and implement a parsing system that can support multiple

implementation languages and, as a result, create a consistent development platform.

Du Zhang 8/24/2004
Dr. Du Zhang, Committee Chair Date
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1. Introduction

1.1. Statement of Problem

When a software engineer designs and writes a program, it is often in one of the many modern
programming languages available. Rather than taking on the tedious task of writing the program using the
actual instructions used by the computer processor, the logic and behavior of the program are expressed
using human-like and English-like terms. Before this program can be compiled or interpreted, the

information must be broken down into structures of the language. This process is known as parsing.

Often the process of analyzing a source string is divided into two components which work in
tandem. The scanner (also called a tokenizer), performs lexical analysis - breaking the source string into the
reserved words, symbols and other atoms of the language. As the information is analyzed by the
scanner/tokenizer, a sequence of tokens, which represent the atoms of the source string, are created and
passed to the parser. The parser then performs syntactic analysis on the token sequence and determines if it

is structurally valid.

Currently, the most common approach used to create parsers is through compiler-compilers.
Compiler-compilers allow the developer to integrate the grammar directly with code being used to
implement the actual compiler or interpreter. The compiler-compiler then creates a new program that can
be subsequently compiled. Often the scanner and parser are integrated, but this is not always the case. The

YACC compiler-compiler (Johnson 1979) uses a separate program called Lex to generate a scanner. The



scanner is later compiled with the parser generated by YACC. ANTLR (Parr 2000), on the other hand,

generates both the scanner and parser simultaneously.

However, each of these tools is quite different — in both design and usage. As a result, developing
a parser in different implementation languages presents a much different experience. The grammar notation
used by each parser generator vary greatly in both look and behavior. In addition, how the developer

interacts with each tool is different for each.

Since each compiler-compiler is designed for a specific implementation language, different parser
generators must be written for each new or different implementation language. Most common
implementation languages are supported by one suite or another, but newer languages and specialized

languages do not have such suites.

As a result, the field consists of a myriad of different parser generators with different features,
interfaces and grammars. For those learning about parsing technology, context free grammars and other

language theory related subjects, the inconsistencies between parser generators can present problems.

1.2. Project Name

The project will be called "GOLD" which is an acronym for Grammar Oriented Language
Developer. Admittedly, this is not a particularly clever acronym, but it does (in part) represent the history

of the greater Sacramento Area.



1.3. Clarification of Terms

1.3.1. ""Source String"

The term "source string” will be used abstractly within this document to refer to the text that is
analyzed by the parser. This text can be located in a local buffer, string object, file or any other
programming language structure available to developers. Hence, the actual "location™ of the string will be

considered nebulous and not relevant within this document.

1.3.2. "Grammar"

The term "grammar" will be used broadly to refer to the syntax of a language. The grammar of
tokens is typically described by regular expressions while the grammar of a programming language can be
represented in different forms such as Backus-Naur Form, syntax charts, etc... Even though the format
used to describe a grammar can be different, the "grammar" for that language is still the same. The

grammar for LISP, for instance, is constant no matter how it is written.

Within this text, the term will also be used to describe the files used to represent the syntax on
different development platforms such as GOLD, YACC or ANTLR. Developers on these platforms write

"grammars" using the platform's particular notation.



1.3.3. "Tokenizer"

The scanner is used to perform lexical analysis of the source
string by dividing it into various pieces information known as "tokens".
These are consequently passed to the parsing algorithm which, using the
rules defined in the grammar, performs syntactic analyzes and determines

when rules are complete

The scanner is commonly referred to as a "lexical analyzer",
"tokenizer" and "lexer". All three of these terms are equivalent and used
interchangeably by different texts. This text will use the term "tokenizer"
given that emphasis will be placed on the creation of tokens by the

system.
Figure 1-1 contains the data flow of a "parser”. The unrounded

boxes represent different components while the rounded boxes represent

input/output flowing thru these components.

1.3.4. ""Parser""

Source String

!

"Parser"

Lexical Analysis
(Tokenizer)

Tokens

«'

Syntactic Analysis
(Parsing Algorithm)

Parse Tree

«'

Back End of a Compiler
or Interpreter

Execution

I}

Figure 1-1.
"Parser' Components

The term "parser™ is used in many contexts. In most cases, a parser — which performs the syntactic

analysis of a token sequence — is used in tandem with the scanner — which creates that sequence. As a

result, the term "parser" often is used to refer two both components.



To avoid confusion, the component which performs the syntactic analysis will be referred to as
the "parsing algorithm" within the text. The term "parser" will be used abstractly to refer to both the

scanner (tokenizer) and the actual parsing algorithm.

1.3.5. ""Meta-grammar"’

Each of these different parsing systems, such as YACC and ANTLR, use a different notation for
describing a grammar. Even though Backus-Naur Form is a widely accepted notation, each parsing system

uses a specialized notation to meet its particular needs.

In fact, a grammar written for different parsing systems will use different notations to describe
terminals, rules and other information vital to system. Essentially, these different notations have their own

syntax, and, in this sense, they also have grammars.

Needless to say, this text will refer often to grammars used to describe programming languages
and the grammars used to describe these grammars. This can easily lead to confusion or misinterpretation.

To avoid both, the notation that used to describe a grammar will be referred to as a "meta-grammar".

Since each parsing system uses a different format, the term will be further clarified by adding the
name of the parsing system. For instance, the syntax used to describe a grammar using YACC will be
referred to as the "YACC meta-grammar”. For this system, GOLD, the phrase "GOLD meta-grammar" will

be used.



1.3.6. ""Meta-language™

Although the specifics of different meta-grammars are important, the actual semantics — how the
meta-grammar is interpreted — is equally important. For instance, the %token" tag in YACC defines a very
specific aspect on how the text will be interpreted. The content of this information will greatly change the

meaning of the YACC grammar file.

When it is necessary to refer to both the syntax (meta-grammar) and the associated semantics, the
term "meta-language” will be used. Basically, the syntax of a meta-language is specified using a meta-

grammar.

1.3.7. ""Source Language"*

Often in the text, it will be necessary to distinguish between the language being created by the
developer, the broad topic of "programming languages”, and the programming language being used to
develop the compiler and/or interpreter. To avoid confusion, the term "source language" will refer

specifically to the language being designed.

1.3.8. ""Implementation Language"

The term "implementation language"” will refer specifically to the host programming language
being used to develop the interpreter and/or compiler. In other words, if the developer is creating a

programming language "X" using C++ to parse and compile "X", the implementation language is C++.



1.3.9. Engine "Implementation™

The Engine component of the GOLD parsing framework can be implemented in different
programming languages and for different integrated design environments (IDEs). The exact nature of the

Engine is described in Section 2.

To distinguish between, for instance, an Engine written to work with C++ and another designed to
work with Visual Basic, the term "implementation” will be used. In other words, a C++ Implementation of

the Engine can be created as well as a Visual Basic Implementation.



1.4. Theoretical Framework

1.4.1. Regular Expressions

A Regular Expression is a simple, yet powerful, notation that is used to represent simple patterns.
They are used extensively in programming language theory. In particular, Regular Expressions are used to
describe the "terminals" of a programming language. The term "terminal” refers to the reserved words,

symbols, literals, identifiers, etc... which are the basic components of a programming language.

A set of identifiers such as "Student”, "Test" and "Stress" are in all the same category of terminal —
an identifier. Even though the individual meaning of each identifier varies, each represents the same type of

data and, consequently, has an same effect on the syntax of a program.

When a program is analyzed, the text is chopped into different logical units by the scanner. The
scanner produces a number of "tokens" which contain the same information as the original program. Of
course, the scanner has the ability to ignore information such as comments. While terminals are used to
represent the classification of information, tokens contain the actual information. Essentially, the category

of token is its associated terminal.

For instance, the identifiers "Student", "Test" and "Stress" are different tokens since they contain

actual information. On the other hand, each is the same type of token — an identifier terminal.



Terminals are typically recognized by using the pattern of the information. Traditionally,
identifiers consist of a letter followed by a series of zero or more alphanumeric characters. Various

programming languages use variations of this scheme, often allowing the use of underscores or dashes.

Regular expressions are used to describe these kind of patterns. The notation consists of
expressions constructed from a series of characters. Sub-expressions are delimited by using parenthesis ‘('
and ')'. The vertical-bar character '|' is used to denote alternate expressions. Any of these items, can be

followed by a special character that specifies the number that can appear in sequence.

*  Kleene Closure. This symbol denotes 0 or more or the specified characters or expressions

+  One or more. This symbol denotes 1 or more of the specified characters or expressions

? Optional. This symbol denotes 0 or 1 of the specified characters or expressions

For example, the regular expression ab* translates to "an a followed by zero or more b's". Examples
include: a, ab, abb, abbb, etc.... The regular expression (a]b]c)+ translates to "a series of one or more

expressions where each expression can be an a, b or ¢". Examples include: abb, bcaac, ccba, etc...

Many scanner generators and parsing systems have expanded the notation to include set literals
and sometimes named sets. In the case of Lex, literal sets of characters are delimited using the square
brackets '[' and ' and named sets are delimited by the braces '{' and '}'. For instance, the text "[abcde]"
denotes a set of characters consisting of the first five letters of the alphabet while the text "{abc}" refers to
a set named "abc". This type of notation permits a short-cut notation for regular expressions. The

expression (a]b]c)+ can be defined as [abc]+ .
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1.4.2. Context Free Grammars

Grammars provide rules that specify the structure of languages, independently from the actual
meaning of the content. Grammars are classified according to the complexity of the structure they describe.
The class of context free grammars (CFG) is the most common one use to describe the syntax of
programming languages. In this class, the category a token belongs to (e.g. reserved words, identifiers,

etc.) is what matters rather than the specific token (e.g. the identifier xyz).

In addition, the formatting of the program (the content of whitespace) and the actual text of
identifiers does not affect the syntax of the grammar. This is very important in parsing technology.

Grammars that are not context free cannot be parsed by the LR, LALR or LL parsing algorithms.

1.4.2.1. Backus-Naur Form

Backus-Naur Form (Fischer 1988), or BNF for short, is a notation used to describe context free
grammars. The notation breaks down the grammar into a series of rules - which are used to describe how

the programming languages tokens form different logical units

The actual reserved words and recognized symbol categories in the grammar represent
"terminals”. Usually, terminals are left without special formatting or are delimited by single or double

quotes. Examples include: if, while, '=" and identifier.

In Backus-Naur Form, rules are represented with a "nonterminal” - which are structure names.
Typically, nonterminals are delimited by angle-brackets, but this is not always the case. Examples include

<statement> and <exp>. Both terminals and nonterminals are referred to generically as "symbols". Each
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nonterminal is defined using a series of one or more rules (also called productions). They have the

following format:

where N is a nonterminal and s is a series of zero or more terminals and nonterminals. Different
alternatives for rules can be specified in Backus-Naur Form. For readability, often productions are grouped

together and separated by a vertical bar symbol which is read as the word “or”.

In summary , there are slight variations in use, but the notation has the following properties.
e Arrule/ production starts with a single nonterminal.
e This nonterminal is followed by the symbol : - = which means “is defined as”. The ::= symbol
is often used interchangeably with the — symbol. They both have the same meaning.

e The symbol is followed by a sequence of terminals and nonterminals.

The following chart identifies the various parts of a rule definition.

Terminal Nonterminal
<Stm>::= if <Exp> then <Stmts> end

Figure 1-2. Example BNF Rule Defintion

For example, the following defines a rule for <Value> that can contain either an Identifier terminal

or a nonterminal <Literal>
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<Value> ::= ldentifier | <Literal>
<Literal> ::= Number | String

The <Literal> rule can contain either a Number or a String terminal. As a result of this

definition, a <Value> can lead to an Identifier, a Number or a String.

Rules can also be recursively defined. The following rule defines a sequence of one or more Identifiers.

<ldentifiers> ::= ldentifier <ldentifiers>
| Identifier

1.4.2.2. Extended BNF

There is another version of BNF called Extended BNF, or EBNF (ISO/IEC 14977), for short. This
variant was originally developed by Niklaus Wirth to define the syntax for the Pascal Programming
Language. The notation was designed to simplify the notation of BNF by allowing the developer to use

special notation for defining lists and optional sets of symbols.

Variations between different versions of EBNF exist, but most use similar notation. Square
brackets "[ ... ]" are used to denote optional elements of a rule. Elements of a rule can also be grouped
together using braces "{ ... }'* which denotes a repetition of zero to infinity. Symbols can also be grouped
using parenthesis "( ... )" and followed by a Kleene closure. In this case, the semantics are identical to those

used in Regular Expressions.
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This format, while powerful, creates a number of implied rules. For instance, if the programmer
was to define a rule with an optional clause, the system would have two distinct forms of the rule - the one
with the clause and one without. This is also the case with lists and other enhanced features. For instance,

the If-then-else statement could be defined as:

<If Stm> ::= IF <Expression> THEN <Stms> [ ELSE <Stms> ]

This would create the following rules:

<If Stm> ::= IF <Expression> THEN <Stms>
| IF <Expression> THEN <Stms> ELSE <Stms>
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1.4.3. Deterministic Finite Automata

Most parser engines implement the scanner as a Deterministic Finite Automaton (Louden 1997).
The Lex scanner generator is one example. The scanner scans the source string and determines when and if

a series of characters can be recognized as a token.

Essentially, regular expressions can be used to define a regular language. Regular languages, in
turn, exhibit very simple patterns. A deterministic finite automaton, or DFA for short, is a method if

recognizing this pattern algorithmically.

As the name implies, deterministic finite automata are deterministic. This means that from any
given state there is only one path for any given input. In other words, there is no ambiguity in state
transition. It is also complete which means there is one path from any given input. It is finite; meaning there
is a fixed and known number of states and transitions between states. Finally, it is an automaton. The
transition from state to state is completely determined by the input. The algorithm merely follows the

correct branches based on the information provided (Cohen 1991).

A DFA is commonly represented with a graph. The term "graph" is used quite loosely by other
scientific fields. Often, it is refers to a plotted mathematical function or graphical representation of data. In

computer science terms, however, a "graph" is simply a collection of hodes connected by vertices.

The figure below is a simple deterministic finite automaton that recognizes common identifiers

and numbers. For instance, assume that the input contains the text "gunchy". From State 1 (the initial state),
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the DFA moves to State 2 when the "g" is read. For the next five characters, "u", "n", "c", "h: and "y", the

DFA continues to loop to State 2.

Identifier

A..Z, a...z,0...9

Number

0..9

Figure 1-3. Example DFA Graph

By design, the scanner attempts to match the longest series of characters possible before accepting
a token. For example: if the scanner is reading the characters "count” from the source, it can match the first
character "c" as an identifier. It would not be prudent for the scanner to report five separate identifiers: "c",

"o", "u", "n" and "t". Each time a token is identified, the scanner restarts at the initial state.

1.4.4. Parsing Algorithms

The primary goal a parser is to organize a sequence of tokens based on the rules of a formal
language. As the parser accepts a sequence of tokens, it determines, based on this information, when the
grammar's respective rules are complete and verifies the syntactic correctness of the token sequence. The
end result of the process is a "derivation" which represents the token sequence organized following the

rules of the grammar.
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Typically, Backus-Naur Form is used to define the context free grammar used by the language.
The entire language, as a whole, is represented through a single nonterminal called the "start symbol".
Often the parse information is stored into a tree, called a derivation tree, where the start symbol is the root

node.

There are two distinct approaches currently used to implement parsers. Recursive Descent Parsers
and LL parsers are examples of top-down parsers and